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Highlights  Abstract  

▪ Generative models gaining increasing use in 

various fields, including machinery operation, 

are presented. 

▪ A VAE variational autoencoder was proposed 

as a tool for generating measurement 

observations for vibration monitoring of 

rotating machinery to complement unbalanced 

databases. 

▪ The algorithm was optimised and verified in a 

practical solution to the task of generating data 

for intermediate states of a demonstration 

gearbox. 

 The exponential development of technologies for the acquisition, 

collection, and processing of data from real-world objects is creating 

new perspectives in the field of machine maintenance. The Industrial 

Internet of Things is the source of a huge collection of measurement data. 

The performance of classification or regression algorithms needs to take 

into account the random nature of the process being modelled and any 

incomplete observability, especially in terms of failure states. The article 

highlights the practical possibilities of using generative artificial 

intelligence and deep machine learning systems to create synthetic 

measurement observations in monitoring the vibrations of rotating 

machinery to improve unbalanced databases. Variational Autoencoder 

VAE generative models with latent variables in the form of high-level 

input features of time-frequency spectra were studied. The mapping and 

generation algorithm was optimised and its effectiveness was tested in 

the practical solution of the task of diagnosing the three operating states 

of a demonstration gearbox. 
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1. Introduction 

The most common way of searching for vibrodiagnostic models 

is based on time-frequency analysis and the spectral properties 

of the observed vibration signals. Traditionally, methods such 

as the short-time Fourier transform, Wigner-Will transform, 

wavelet transform, envelope analysis, or multifractal analysis 

are used. In the implementation of the diagnostic process on the 

basis of signal observations, methods for the identification of 

dynamic models using a subspace of observations with  

a reduced dimension relative to the input variables such as the 

principal component analysis (PCA ) method, or its probabilistic 

equivalent (pPCA), work well [25]. 

The 21st century has seen a surge in successful artificial 

intelligence (AI) and machine learning (ML). A large number of 

machine learning techniques have been developed such as 

regression, classification, Kalman filters, neural networks, 

decision trees, support vector machines, and others. A higher 

degree of knowledge about the object to be diagnosed increases 

the efficiency of detection, localisation, and identification. The 

Industrial Internet of Things (IIoT) is a source of huge 

measurement data sets. However, the recorded signals relate 

primarily to the fault-free states of the monitored objects [15]. 

Insufficient training data relating to failure states makes it 
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difficult for regression or classification algorithms to work. The 

complexity of industrial systems in the era of Industry 4.0 

requires the use of both mathematical and empirical models as 

well as modelling and identification methods developed from 

control theory, automation, and artificial intelligence 

techniques.  

Although artificial intelligence emerged as a distinct field in 

the mid-20th century and is now a widely used term, there is no 

clear understanding of this concept [14,21]. From the early days 

of AI, methods and tools for decision-making were sought such 

as rule-based expert systems that used pre-developed rules to 

generate responses or data sets. AI methods still do not reflect 

the way humans process data, but only replace them in making 

quick and accurate decisions.  

Most activities require inference under conditions of 

uncertainty due to the random disruption of the modelled 

process, incomplete observability, or incomplete modelling 

since the model is always a simplification of the actual process. 

A probabilistic modelling approach allows uncertainty to be 

expressed under conditions of limited or poor data quality. The 

quantitative level of uncertainty of a random variable in an 

event with a probability distribution 𝑝(𝑥) is determined by the 

Shannon entropy, i.e., the expected value of the  self-

information in a random event from this distribution [5,22,29]:  

𝐻(𝑥) = 𝔼𝑥~𝑝[𝐼(𝑥)] = −𝔼𝑥~𝑝[log2𝑝(𝑥)] (1) 

where 𝐼(𝑥) is the event's  self-information. 

The difference between the two probability distributions 

𝑝(𝑥) and 𝑞(𝑥) with respect to the same random variable is 

defined by the Kullback-Leibler divergence (KL): 

𝐷𝐾𝐿(𝑝||𝑞) = 𝔼𝑥~𝑝 [log2
𝑝(𝑥)

𝑞(𝑥)
]  (2) 

The use of probabilistic methods in modelling has been 

reflected in generative algorithms based on Monte Carlo 

simulations and Markov processes for the synthesis of time 

series, the prediction of indicators of the condition of objects, or 

the estimation of readiness and reliability of vehicles and 

machines [2,17,23]. The leading AI and machine learning 

paradigm in data processing and generation is currently deep 

neural networks [3,5].  

The combination of these two paradigms - probability theory 

and deep learning - has resulted in the construction of generative 

AI systems [27]. Learning models can be divided into 

discriminative and generative (Table 1), where discriminative 

modelling is a supervised learning method using a labelled data 

set, while generative modelling is usually performed using an 

unlabelled dataset, i.e., as a form of unsupervised or semi-

supervised learning when labels are missing for many or even 

most of the training examples. Generative artificial intelligence 

started in the 1960s in chatbots, but it was only in the second 

decade of the 21st century, with the introduction of variational 

autoencoders and adversarial networks, that it gained 

extraordinary popularity in the scientific and industrial 

communities.

Table 1. Comparison and examples of discriminative and generative models. 

Discriminative models Generative models with latent variables 

Discriminative models are based on a conditional probability 

distribution 𝑝(𝑦|𝑥), that an observation 𝒙 belongs to a certain 

category 𝑦 

Generative models learn the joint distribution: 

𝑝(𝑥, 𝑦)  =  𝑝(𝑥|𝑦)𝑝(𝑦)  =  𝑝(𝑦|𝑥)𝑝(𝑥), 

in order to estimate 𝑝(𝑦|𝑥) they use Bayes' theorem: 𝑝(𝑦|𝑥) =
 𝑝(𝑥, 𝑦)/𝑝(𝑥). 

They mark the boundary between classes They model the dispersion of individual classes 

They may misclassify outliers 
They are sensitive to outliers that can significantly affect the 

distribution. 

Linear regression, logistic regression, NN classification, SVM, 

decision tree 

variation autoencoders VAE, 

generative adversarial networks GAN 

A discriminative model built using mean values of 

individual features in the observation space does not allow the 

training set samples to be completed. We assume that the 

parameters of the distribution of the trait under study in the 

population, such as the mean or variance, are definite but 

unknown quantities.  

A generative model is a multilayer neural network that 

allows approximations of multivariate probability distributions 

that we can use to obtain synthetic data. The problem of 

generating synthetic data is equivalent to the problem of 
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generating a new vector according to the 'true probability 

distribution' in a multidimensional vector space, or - in other 

words - generating a random variable with respect to a specific 

probability distribution.  

Advances in machine learning and, in particular, the training 

of generative models have opened up another opportunity to 

develop model-based diagnostic methods. In generative 

modelling, as in the Bayesian approach, we assume that the 

parameters of interest to us are random variables. There is no 

doubt about the importance of apriori knowledge of the objects 

being diagnosed in obtaining information on their technical 

condition. Therefore, based on expert knowledge (a priori 

information), we can predict their distributions and modify 

these assumptions on the basis of sample data. Generative 

models are algorithms that learn the posterior distribution 

through Bayes' rule. A key factor in generative modelling is, 

therefore, to know the joint distribution of the data and to be 

able to predict new observations that could be included in the 

training set.  

Generative artificial intelligence technologies are universal 

technologies with an undirected purpose that can profoundly 

affect many areas of life, analogous to steam power, electricity, 

and computers, associated with the 1st, 2nd, and 3rd industrial 

revolutions, respectively. 

Deep neural network algorithms have evolved over the past 

few years, achieving the ability to generate signals by random 

sampling from a latent continuous space (variational 

autoencoders VAE) or to generate new examples of input data 

from noise input (generative adversarial networks GAN). VAE 

networks proposed in 2013 [9,11,12] perform well in cases of 

signal analysis and anomaly detection, whereas GAN 

adversarial networks [6,7,20] are typically used for visual data. 

Implicit modelling methods using VAE and GAN networks 

are constantly being developed. In both cases, they can be a 

solution when rapid access to a sufficiently large amount of 

high-quality data is impossible or difficult. The latent 

representation in the VAE model is the multivariate probability 

distribution that best defines the input data. The distributions 

returned by the network encoder are forced to be close to  

a standard normal distribution with parameters (μ, σ). Sampling 

from this distribution yields a hidden observation subspace, 

which the network decoder uses to generate a new observation. 

The GAN model generator samples the latent variable space, 

which is assumed to have a Gaussian distribution. The network 

discriminator attempts to reconstruct the probability distribution 

using data loss functions that determine the distance between 

the distribution of the data generated by the GAN and the 

distribution of the actual observation. Loss functions result from 

the loss of reconstruction and the regulatory element - KL 

divergence. 

Deep VAE and GAN models are increasingly visible in 

industrial applications for identifying defective components 

during industrial production. The data augmentation approach 

is particularly promising when dealing with limited training 

data. If we have a small number of observations showing sample 

faults to teach the network, using generative models, we can 

generate additional observations for any type of defect. 

The authors of the publication [1] demonstrated the 

advantages of GAN and VAE modelling in the construction of 

digital twins for monitoring systems using the example of the 

real and synthetic vibration acceleration signals. In [13], the use 

of VAE is proposed as an effective method for dimensionality 

reduction and nonlinear feature extraction that preserves the 

local structure of training data for monitoring multidimensional 

nonlinear processes. The article [30] proposes interactive 

identification of the stability of the power grid by analysing 

pixel maps using an improved VAE model. 

The challenges and future opportunities of biomedical 

research in relation to VAEs in the fields of data generation and 

representation learning can be found in [28]. [31] compares the 

performance of different VAE models in the process monitoring 

systems of the 4.0 industry. The application of a method that 

combines the benefits of VAE and GAN has been demonstrated 

and tested using Tennessee Eastman's benchmark industrial 

process [8]. Performance measures such as fault detection rate, 

false alarm rate, and fault detection delay were included in the 

study. A technique for generating synthetic time series of smart 

home data based on generative latent variable models has been 

proposed in [18]. An extensive review of 63 articles from 

various disciplines published between 2014 and 2021 and an 

analysis of deep generative machine learning models in 

engineering design are presented in [19]. 

To summarise, many applications of convolutional neural 

networks CNNs in the task of object state classification can be 
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found in the literature. There are also examples of image 

generation using VAE variation autoencoders. A novelty 

presented in this article is the use of VAE variational 

autoencoders in the task of generating vibrodiagnostic signals. 

This paper proposes the VAE variational autoencoder as  

a tool for generating measurement observations for vibration 

monitoring of rotating machinery to improve unbalanced 

databases. Training, validation, and testing of the process of 

creating a latent subspace of observations using high-level input 

features of time-frequency spectra and sampling coded 

variables using a reparameterisation procedure with a variable 

derived from a standard normal distribution was realised. The 

loss function minimised during training included reconstruction 

in the output layer and regularisation in the hidden layer. The 

effectiveness of the proposed algorithm was tested in a practical 

solution to the task of diagnosing three operating states of  

a demonstration gearbox: fault-free, worn, and increased 

clearance . 

2. MATERIAL AND METHODS  

2.1. Generative model with latent variable VAE 

Generative models with a latent variable are networks with  

a subspace of observations with dimension reduced relative to 

the input variables. Generative models of latent variables 

include VAE and GAN. VAEs are a non-linear extension of 

pPCA. The VAE training algorithm enables the implementation 

of a generative process that exploits the properties of the 

continuous hidden observation subspace. In [26], the algorithm 

is complemented by a series of Hausholder transformations of 

latent variables. Other types of generative VAE models, called 

self-supervised models, with additional variables that result 

from discrete and deterministic transformations of the data, 

were proposed in [4]. Over the past decade, many new variants 

and detailed discussions of the VAE model for different data 

types have regularly been published [10,27].

 

Fig. 1. Simplified schematic of the VAE variational autoencoder 

VAE models (Fig. 1) are structured as autoencoders with 

encoder and decoder layers to learn probabilistic data 

distributions. The data from the observation space is encoded as 

a multivariate normal distribution in the latent space using 

vectors of mean value - μ and standard deviation - σ. The mean 

value indicates the mean and the standard deviation VAE 

delineates the area of the latent variable z representing the 

reduced output, which is passed to the decoder after sampling. 

An indicator of reconstruction loss is the mean-square error 

𝑀𝑆𝐸: 
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𝐿𝑟𝑒𝑐 = 𝑀𝑆𝐸 = 𝑐‖𝑥 − �̂�‖2  (3) 

where: 

𝑥 is a variable representing the input from the observation 

space, 

�̂� is the variable representing the reconstructed data, 

𝑐 is the weighting factor of the reconstruction. 

The normalisation of the latent space to standard normal 

distributions is guaranteed by the regularisation component of 

the loss function. The regularisation index is expressed as the 

Kulback-Leibler divergence between the returned distribution 

and the standard Gaussian distribution 

𝐿𝑟𝑒𝑔 = 𝐷𝐾𝐿[𝑁(𝜇, 𝜎)||𝑁(0, 𝐼)]   (4) 

Sampling of the coded latent variables 𝑧~𝑁(𝜇, 𝜎) is carried 

out using a reparameterisation procedure, with the variable ε 

derived from a standard normal distribution  𝜀~𝑁(0,1)  

𝑧 = 𝜎𝜀 + 𝜇    (5) 

The VAE algorithm is implemented in the following steps: 

I. The encoder defined by 𝑝(𝑧|𝑥) encodes data from the 

input observation space into a latent subspace; 

II. The decoder 𝑝(𝑥|𝑧) samples the latent space using  

a reparameterization procedure and reconstructs the 

input data; 

III. The reconstruction error is back-propagated through 

the network for optimisation. The loss function is the 

sum of the reconstruction loss and KL divergence. 

A trained VAE allows sampling from the latent  space to 

generate synthetic data. It is also possible to seamlessly 

transform data between the input space of actual observations 

and the space of new data (morphing). This effect can be 

achieved by performing simple transformations on selected 

vectors in the latent space. 

Suppose we have two 'points' in latent space, A and B, which 

represent two recorded observations. The morphing effect is the 

result of decoding successive points from observation A to 

observation B according to the relationship:  

𝑧𝑛𝑒𝑤  =  𝑧𝐴  ∙  (1 −  𝛼)  + 𝑧𝐵  ∙  𝛼  (6) 

where 𝑧𝐴 and 𝑧𝐵 represent extreme observations and 𝛼 belongs 

to the interval <0,1>. 

The hidden VAE space is a continuous space and the 

generation of synthetic data consistent with the input 

observation space is possible regardless of the number of hidden 

features.  

2.2. Experimental setup 

Verification of the presented method was carried out on  

a demonstration gearbox laboratory bench (Fig.2). The stand 

consisted of an electric motor, a clutch, and a gearbox with 

straight teeth (number of teeth: 19). The load was pressure-

controlled with a bypass valve up to 5 MPa.   

 

Fig. 2. Station View. 

The experiment concerned the following operating states:  

• Fault-free (new gears, optimal clearance, parallel 

position of the shaft);  

• Worn teeth;  

• Increased valve clearance (+0.3 mm). 

The time waveforms of the vibration acceleration signal on 

the bearing housing and the speed signal were recorded. The 

measurement path comprised a B&K DeltaTron type 4519-002 

acceleration sensor with a frequency range of 1 Hz - 20 kHz, 

bolted to the bearing housing, and a DBK04 dynamic signal 

acquisition board equipped with a set of anti-aliasing filters 

interfacing with an IQtech DaqBook 2005 main data acquisition 

module, which transmits data via an Ethernet link to a computer. 

Data was recorded at a sampling rate of 10 kHz.  

For a selected rotational speed of 2000 rpm and a load of 1 

MPa, 300 time samples were recorded for each condition, of 

which 70% (210 samples) were used in the training process and 

30% (90 samples) in the testing process.  

The input of the neural network can be given data in any 1D 

form (e.g., time series or FFT spectrum), 2D (2-dimensional 

matrix or greyscale image), 3D (RGB image), etc. In this case, 

it was decided to use data in the form of a time-frequency 

spectrum (STFT) because, after generating new data by the 

network, it is possible to reverse the transformation to the time 

course [16]. An alternative way is to transfer data to the network 
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in the form of a spectrum obtained by the wavelet transform 

method.  

Example time waveforms for these three states and their 

STFT spectra are shown in Fig. 3.

 

Fig. 3. Examples of time waveforms and spectrograms for a motor shaft speed of 2000 rpm for three gear states: a&b) fault-free, 

c&d) worn, e&f) increased clearance.

Fig. 4 shows examples of mean frequency spectra.

 

Fig. 4. Frequency spectra for a motor shaft speed of 2000 rpm for three gearbox states: a) fault-free, b) worn, c) increased clearance.
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The frequency spectra will be used later in the work to verify 

the newly generated data. For this purpose, they were divided 

into four frequency bands: 0-300Hz, 300-750Hz, 750-3000Hz, 

and 3-5 kHz.  

3. RESULTS 

3.1. VAE Network structure 

Data in the form of an STFT spectrum was provided on a VAE 

network which the structure is shown in Figure 5.

a) Encoder 

 

b) Decoder 

 

Fig.5. Structure of the VAE network used in the example (a) encoder structure, (b) decoder structure.

The encoder and decoder are almost mirror images. The 

difference lies in the last layer of the encoder (sampling layer), 

which returns a latent vector reporting the mean values of the 

input signal features and their standard deviation. An arbitrary 

vector of 16 features in latent space was adopted. The latent 

vector contains the compressed form of the input image in  

a latent space with a reduced number of dimensions. 

The data is fed into the encoder as a 128x128 STFT matrix. 

Hidden layers (convolutional and ReLU) were used. 

Convolution  is carried out by multiplying the filter pixels by 

the image fragment (matrix) and summing the result. The result 

is positive when part of the image closely matches the filter, and 

negative when part of the image is the inverse of the filter. The 

filter is moved across the image, from left to right and top to 

bottom, recording the results of the splicing operation along the 

way. This yields a new array in which a particular feature of the 

input data is selected, depending on the value of the filter. 

The data is then processed by a non-linear activation 

function before being sent to the next layer. It is crucial to ensure 

the neural network learns complex functions instead of just 

outputting a linear combination of inputs. There are many types 

of activation function, but the three most important are ReLU, 

sigmoid, and softmax. This work uses the rectified linear unit 

(ReLU) function, which takes a value of zero if the input is 

negative and otherwise takes the value of the input. To obtain  

a combined vector of means and variances, a fully connected 

layer with twice as many output channels as the number of 

hidden channels was included, i.e., 32. Detailed rules for the 

selection of network layers can be found, among others, in [24]. 

3.2. Network training and testing 

The encoder and decoder are trained simultaneously. The 

network is trained to find weights for the encoder and decoder 

that minimise the loss function between the original input data 

and the input data reconstructed after passing through the 

encoder and decoder. When the network is trained, its 

parameters are monitored, particularly the loss function 𝐿𝑓𝑖𝑛𝑎𝑙 , 

which is the sum of two components: 
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𝐿𝑓𝑖𝑛𝑎𝑙 = 𝐿𝑟𝑒𝑐 + 𝐿𝑟𝑒𝑔   (7) 

The reconstruction error 𝐿𝑟𝑒𝑐  defines the mean squared error 

𝑀𝑆𝐸 of the decoder output (generated data) and the original 

input data (cf. Eq.3): 

𝐿𝑟𝑒𝑐 =  
1

𝑚
∑ (𝑥𝑖 − �̂�𝑖)2𝑚

𝑖=1   (8) 

where 𝑚 = 128 ∙ 128 = 16384 is the number of elements of 

the matrix, the 𝑥𝑖 – 𝑖 -th element of the input matrix, and the �̂�𝑖  - 

𝑖 -th element of the reconstructed matrix. 

The second component, the Kullback-Leibler divergence, 

measures the difference between the two probability 

distributions. Minimising KL loss in this case means ensuring 

that the learned means and variances are as close as possible to 

the target (normal) distribution. The loss of KL (cf. Eq.4), 𝐿𝑟𝑒𝑔  

is calculated as: 

𝐿𝑟𝑒𝑔 = −
1

2
∑ [1 + 𝑙𝑜𝑔(𝜎𝑖

2) − 𝜇𝑖
2 − 𝜎𝑖

2]𝐾
𝑖=1          (9) 

where 𝐾 - is the dimension of the vector in the latent space (𝐾 

= 16), and 𝜇𝑖 and 𝜎𝑖 are the mean value and standard deviation 

of the i-th feature , respectively.  

The course of the loss function is shown in Fig. 6. 

 

Fig. 6. Changes in the loss function during network training. 

The stabilisation of the loss function at its end signifies the 

end of the learning process for the existing learning set. The 

mean value of the loss function has stabilised, indicating that, 

for a given network configuration and data set, the learning 

process has ended. In contrast, the deviation from the mean 

value is indicative of significant variation in the learning data.  

The resulting latent space during network training was used 

to generate new time-frequency spectra with features calculated 

according to equation (Eq.5), similar to the input signals. A 

random set of such data is shown in Fig. 7. 

 

Fig.7. A set of 25 time-frequency spectra randomly generated 

by the decoder. 

The generated matrices, like the input data, are 128x128 in 

size. As can be seen, each of the generated spectra can be 

classified into one of three classes according to their technical 

condition: fault-free, worn, or increased clearance. This is the 

first stage of verification of the obtained data.  

The next step is to verify the data in the time and frequency 

domain. For this purpose, it was necessary to obtain the time 

signals using the inverse short-time Fourier transform iSTFT 

[16]. In the time domain, basic statistics such as mean value, 

root mean square (RMS), skewness, and kurtosis were 

determined. In the frequency domain, meanwhile, mean-square 

values were calculated in four frequency bands: 0-300Hz, 300-

750Hz, 750-3000Hz, and 3-5 kHz. These frequency bands are 

characteristic of the signal under study and were determined 

from the frequency spectra (cf. Fig. 4).  

Fig.8 presents the distributions of the four statistical 

features: mean value, root mean square (RMS), skewness, and 

kurtosis of the newly generated data (shown in red) against the 

corresponding distributions for the data obtained during the 

measurements for the three operating states. The verification 

results for the frequency domain are shown in Fig.9. 
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Fig. 8. Verification of the generated data in the time domain. Comparison of the distributions of (a) mean value, (b) mean squared 

value, (c) skewness, (d) kurtosis, for three operating states: fault-free, worn, or increased clearance. 

 

Fig. 9. Verification of the generated data in the frequency domain. Comparison of the mean squared value distributions in four 

frequency bands: a) 0-300Hz, b) 300-750Hz, c) 750-3000Hz, and d) 3-5 kHz for three operating states: fault-free, worn, or increased 

clearance.
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Based on the analysis of Fig.8 and Fig.9, the data generated 

was considered to fall within or slightly beyond the benchmark 

data distributions. Any deviations may be related to STFT-

iSTFT transformation errors. It was assumed that the 

verification was successful. 

3.3.Generation of data examples of intermediate 

operating states 

After labelling the images according to class membership, 

feature values were visualised - a vector in the latent space with 

class division (Fig.10). 

 

 

Fig.10 Feature vector of the 100 newly generated time-

frequency spectra (a) comparison for the fault-free and worn 

states, (b) comparison for the efficient and increased clearance 

states.  

A feature was sought in the latent space that corresponds to 

class membership. For 'fault-free' and 'worn' states, this is 

feature No. 11, and for efficient and increased clearance states, 

this is feature No. 4. Fig. 11a shows the transformation of the 

spectrum from the fault-free class to the worn class by gradually 

changing the value of feature no. 11 in the range <2,-1.5>, and 

Fig. 11b shows an analogous change from the fault-free class to 

the increased clearance class by changing the value of 

characteristic No. 4 in the range of approx. <-2,1.5>, according 

to the formula (Eq.6).

a) 

 

b) 

 

Fig.11. Transformation of signals from the fault-free class to the class: a) worn, b) increased clearance.

Note that small changes in the coefficient α do not always 

lead to analogous changes in the observed spectrum, since the 

random parameter ε (cf.Eq.5) means that a pattern can be taken 

from any point in the latent space distribution to generate a new 

spectrum 𝑁(𝜇,). 

4. CONCLUSIONS  

This article presents a method for generating diagnostic signals 

of missing intermediate states of wear or damage on machinery 

using deep neural networks. The use of generative models with 

latent variables Variational Autoencoder VAE in a diagnostic 
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task was proposed. A procedure based on solving  

a classification task while analysing the estimated distributions 

of the recorded training data was used to implement the 

forecasting and decision-support process. Using a probabilistic 

model (probability density distribution function) of the input 

data, datasets can be generated to complement the real data. This 

opens up the possibility of a new perspective on the problem of 

running machine operations. Using the demonstration gear 

damage example, it is shown how the VAE network describes 

the time-frequency spectrum with its own feature vector.  

A verification of the generated data was carried out. 

It has been demonstrated how changing the value of one of 

the latent space features allows a 'transition' from one 

operational state to another. Further work will aim to select and 

optimise the model structure for selected industrial applications. 

The subject of the research will be the development of 

algorithms for the diagnosis and ongoing estimation of the 

machine's life expectancy.
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